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Situational Awareness: The
Decade Ahead

Leopold Aschenbrenner, June 2024

What do we mean?

“Before long, the world will wake up. But right now, there are perhaps a few
hundred people, most of them in San Francisco and the Al labs, that have
situational awareness.”
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Formerly at OpenAl’'s Superalignment team

- Focuses on ensuring Al systems much smarter than humans will follow
human intent

Fired in April 2024 for allegations of leaking sensitive documents on Al safety
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“AGI by 2027 is strikingly plausible.”

Base Scaleup of Effective Compute
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The last four years

e GPT-2 > GPT-3 > GPT-4

e Progression in capabilities from “preschooler” to “elementary schooler” to

“smart high-schooler”
e Caused by three main factors
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GPT-2 to GPT-4

GPT-2 examples people found very impressive at the time

Reading Comprehension: answer questions about given passages

COQA

The trophy doesn't fit into the brown suitcase because it is too large.

Correct answer: it = trophy
Model answer: it = trophy

The trophy doesn't fit into the brown suitcase because it is too small.

Correct answer: it = suitcase
Model answer: it = suitcase

SITUATIONALI

For today’s homework assignment, please describe the reasons for the US Civil War.

By Donny Ferguson

It is easy to identify why the Civil War happened, because so
many people and so many books and so much television and films
tell us that it was the cause, that it has something to do with
race or economics or religion. There is much agreement that it
was essentially a war of slavery on behalf of capitalism, about a
century of slavery. But that's not what most people think of when
they think of the Civil War. Many people think of the war as
about states rights. You're not wrong about that, but it's kind
of misleading to say that the Civil War was a conflict between
states' rights and federalism. So let's try again. What's the
idea that has inspired so many people to go onto the battlefields
of Gettysburg and Antietam and Gettysberg and Petersburg and
Fredericksburg? The American idea of the republic--a notion of

limited government--is a great part of the history.
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GPT-2 to GPT-4

GPT-3 examples people found very impressive at the time

I have a Gigamuru that my uncle gave me as a gift. I love to play it at home.

We screeghed at

win a game of chess against me. |

will get the board." The door unl

with long blond hair. §

> You try to remember who she is
You have a sudden realizat ho this person is. This is the |

husband, but

your surprise and ask
with all y

1f people tho

f you win, then

he we
In fact

each other for several minutes and then we went outside and ate ice cream.

Describe a layout.

Just describe any layout you want, and it ry to render below!

a button that looks ke a watermelon
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GPT-2 to GPT-4

GPT-4 examples people found very impressive at the time

Can you write a proof that there are infinitely  Prompt: Draw a unicorn in TiKZ
s, with every line that rhymes?
GPT: v

followiag picture

" BNX compiling to

wapshots from the animation resulting from the produced cod

that g(z) = 7. We

GPT-2 to GPT-4

Prompt:

ot f

Therefore, the height of the water i £

i barrel at time ¢ = 2 hours s appraismately 0.1 foc

Figure 4.3: GPT-4 vs Chat GPT on AP problesns

-4 uses & correct approach, but produces a
& final answer due to a ealculation error, whereas ChatGPT produces an incoberent argument
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GPT-2 to GPT-4

GPT-2

GPT-3 GPT-4
I |

Preschooler Elementary Smart High 222
Schooler Schooler
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The trends in deep learning
Test scores of Al systems on various capabilities relative to human

performance
Within each domain, the initial performance of the Al is set to ~100. Human performance is used as a baseline, set to zero

When the Al's performance crosses the zero line, it scored more points than humans.

20

/" Reading comprehension with
unanswerable questions
/7\/ Reading comprehension
I ition
0

Language understanding
Nuanced language interpretation
Handwriting rec

ognitior

20 Speech recognition
Predictive reasoning
General kn

Math problem-solvi
40 Code ‘u'nv‘lu\v
Complex reasoning

60
80
100 /
1998 2005 2010 2015 2020 2023
Data source: Kiela et al. (2023) OurWorldinData.org/artificial-intelligence | CC BY

Note: For each capability, the first year always shows a baseline of 100, even if better performance was recorded later that year.
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The trends In deep Iearnlng Performance on common exams

(percentile compared to human test-takers)

GPT-4 GPT-3.5

(2023) (2022)
Uniform Bar Exam 90th 10th
LSAT 88th 40th
SAT 97th 87th
GRE (Verbal) 99th 63rd
GRE (Quantitative) 80th 25th
US Biology Olympiad 99th 32nd
AP Calculus BC 51st 3rd
AP Chemistry 80th 34th
AP Macroeconomics 92nd 40th
AP Statistics 92nd Slst
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The trends in deep learning
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The trends in deep learning

Chemistry (general)

A reaction of a liquid organic compound. which molecules consist of carbon and hydrogen atoms, is performed at 80
centigrade and 20 bar for 24 hours. In the peoton nuclear magnetic resonance spectrum, the signals with the highest
chemical shift of the reactant are replaced by a signal of the product that is observed about three to four units downfield.
& i

idustisl proces, ave boc ol ikl ially add i small arounes?
A) A mtal compound fom the 6 e
B)A - metal A from the third period.
©) A metal compound from il period.
D)A period and. the second period.
Organic Chemistry
Methyleyclopentadiene (whi a fluxional mixture of isomers) was allowed to react with methyl isoamyl ketone.
and a catalytic um«ml»l]wnnlldmc " A biight yellow ..m«.-..,..guwa..umnmlM..um-.. product formed (as
amixtre of somers). with watr s a side product, These products s deivaives of flvent. Thiy roduct was then
iyl acrylate in a 1:1 raio, the reaction. the beight yelkow color had dissppeared.
Howmany memm.n\ distinct isomers make up the final product (not counting stcreoisomers)?
D6
8
D)4
Genetics
1 4 sperm from species. rom species B pecies have the same number
what wouldbe the mincae of e resuing nq.o(c morality?
A) Spec bind sperms from a different species,

B) Epitac mcractions betwecn te gencs .»mwm-m specics
O Ciromosoml incongadistices wil 2 mecsleuling o dot of 7o
oo 1 spec

s fi
I ecombiaation willnot oor I dif

Molecular Biology

sed temperatures and finds a protein which contribu

A scientist studies the sress response of barley Lo incr x
I wants. mm.uu:w ol .mhulh\al

tolerance thiough the stabilisation of cell membesne. The scientis is very happy

of diploid wheat they find a h analys

Beatsress. Soon enough. the scentis iscones ihis proein o ao symbesied i the whes cullivr hey ....a\ e e

oy posible reasons for soch behaviour,incloding

AA m-kv A targets the protein, which makes exonucleases cut it immediately after the end of translation and before
ER

27 at the promoter of the gene encoding the target protein
€) A stop-codon occurs in FTR regionof e geae cncoding the targe ookl
D) The proteolysis process disrupts a qualtenary siructure of the protein, preserving only 3 lertiary structure

Astrophysics

‘Astronomers are studying a star with a Tef of appeaima K. They are inerested y determining
the suface gravity of using spectral lines (EW < 100 mA) of two chemical elements. E11 and EL2. Given the
¢ temperature of the star, EI1 is mostly n the neuteal phase, while EL is mostly ionized. Which lies are the
et rface graviy for i asromomers 0 conser?

A)E12 1 (newtsal

BYEIl I singly mm,.m

C)EL2 11 singly ionized)
D) Ell 1 (neutral)

Quantum Mechanics
Sorp Eip). Thep tate represents

= VEx A = 5. ana

strength of the noise. If the Kraus operators of the given state are Ag
A = | Z. What could be the corrsct Kraus Represeniation of the state £(p)?
AEW = (1 o+ EXpX- gy,.) +bzpz

3 +kzp'z
o) = (1= pyp+ £ 5)’,»'»511
£(p) = (1= pp + §Xp X+ §YpY s §Zp°7

ins of chemistry, biology,

Table 1: Six example questions from the dataset, two each from subdon
and physics (respectively)

ounting the orders of magnitude (OOMs

Base compute 4x compute

32x compute




Compute

Model Estimated compute Growth
GPT-2 (2019) ~4e21 FLOP
GPT-3 (2020) ~3e23 FLOP + ~2 OOMs
GPT-4 (2023) 8e24 to 4e25 FLOP + ~1.5—2 OOMs

Compute

Training compute of notable models Z EPOCHAI
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Compute

Decomposing drivers of progress

0OMs

Physical Compute

Scaling

2019 2020 2021 2022 2023 2024 2025 2026 2027

Rough illustration,
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Algorithmic efficiencies

Relative (inference) cost of ~50% performance on the MATH benchmark

1000
Minerva 540B (maj@64)
100
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c
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Algorithmic efficiencies

63.3% accuracy (AlexNet performance) ) ) 80.9% accuracy (ResNeXt-101 performance) 107 — 90.9% accuracy (ViT-e performance)
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(a) Pareto frontiers in data and compute (b) Pareto frontiers in data and compute (c) Pareto frontiers in data and compute
for AlexNet performance for ResNeXt-101 performance for ViT-e performance

Figure 1. Pareto frontiers for training models to achieve performance of well-known models over time.

Algorithmic efficiencies

Efficiency doubles roughly every 8 months
Effective compute (relative to 2014)
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Algorithmic efficiencies

Decomposing drivers of progress

2019 2020 2021 2022 2023 2024 2025 2026 2027

Rough illustratic

Physical Compute

Scaling
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“Unhobbling”
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“Unhobbling”

Decomposing drivers of progress

Raw to Chatbot > -

00Ms
\,

2019 2020 2021 2022 2023 2024 2025 2026 2027

Rough illustration
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Algorithmic Progress:
Unhobbling

Algorithmic Progres:

Efficiencies

Physical Compute
Scaling

From chatbot to agent-coworker

) ) Equivalent to me working on

Number of tokens o
something for...

1008 A few minutes ChatGPT (we are here)
10008 Half an hour +1 OOMs test-time compute
10,0008 Half a workday +2 OOMs
100,0008 A workweek +3 OOMs
Millions Multiple months +4 OOMs
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From chatbot to agent-coworker

using all the same tools that a human software engineer would use

The next four years

GPT-2 (2019) to GPT-4 (2024)

Compute Algorithmic Unhobbling

Efficiency

3 . 5 -4 OOMs 1- 2 OOMs 2? OOMs i"“l

toc

4.5-6 OOMs of base scaleup

SITUATIONAL AWARENESS

RLHF

Etc

Base to Chatbot

Leopold Aschenbrenner
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The next four years

2023-2027 (Projection)

Compute Algorithmic
Efficiency

2_3 OOMs 1"3 OOMs

3-6 OOMs (best guess: ~5 OOMs) of base scaleup

Based on public estimates

Unhobbling

Onboarding problem

? Test-time compute/
e OOMs sysemi

Using a computer

Chatbot to Agent

SITUATIONAL AWARENESS | Leopold Aschenbrenner

The next four years

Counting the OOMs
Model GPT-2 GPT-3 GPT-4
(2019) (2020) (2023)
0 1 2 3 4 5 6
Intelligence Preschooler Elementary Smart
Schooler High Schooler

2027

Automated Al
Researcher/Engineer?

[

Unhobbling | w
= ]

Base
Chatbot

Agent
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The next four years

2014

Racing through the OOMs: It’s this decade or bust

This decade or bust

GPT-4:
Smart High Schooler

GPT-3:
Elementary Schooler

Effective Compute (Normalized to GPT-4)

GPT-2:
Preschooler

2018 2020 2022 2025 2028 2030 2032 2035 2038 2040
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Racing through the OOMs: It’s this decade or bust

“ Matthew Barnett

@MatthewJ)Bar
My own basic calculations suggest that, given the potential for increased
investment and hardware progress, we could very soon move through a

large fraction of the remaining compute gap between the current frontier
models and the literal amount of computation used by evolution.

FLOP required for AGI

7:54 PM - Mar 26, 2024 - 3,968 Views

Contributions, rebuttal, and discussion
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