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Situational Awareness: The 
Decade Ahead

Leopold Aschenbrenner, June 2024

What do we mean?

“Before long, the world will wake up. But right now, there are perhaps a few 
hundred people, most of them in San Francisco and the AI labs, that have 
situational awareness.”
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Formerly at OpenAI’s Superalignment team

- Focuses on ensuring AI systems much smarter than humans will follow 
human intent

Fired in April 2024 for allegations of leaking sensitive documents on AI safety

The Chapters

I. From GPT-4 to AGI: Counting the OOMs

II. From AGI to Superintelligence: the Intelligence Explosion

IIIa. Racing to the Trillion-Dollar Cluster

IIIb. Lock Down the Labs: Security for AGI

IIIc. Superalignment

IIId. The Free World Must Prevail

IV. The Project

V. Parting Thoughts
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“AGI by 2027 is strikingly plausible.”

The last four years

● GPT-2 → GPT-3 → GPT-4
● Progression in capabilities from “preschooler” to “elementary schooler” to 

“smart high-schooler”
● Caused by three main factors
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GPT-2 to GPT-4 

GPT-2 to GPT-4 
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GPT-2 to GPT-4 

GPT-2 to GPT-4 
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GPT-2 to GPT-4 

The trends in deep learning



11/12/24

7

The trends in deep learning

The trends in deep learning
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The trends in deep learning

Counting the orders of magnitude (OOMs)
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Compute

Compute
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Compute

Algorithmic efficiencies
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Algorithmic efficiencies

Algorithmic efficiencies
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Algorithmic efficiencies

“Unhobbling”



11/12/24

13

“Unhobbling”

From chatbot to agent-coworker
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From chatbot to agent-coworker

The next four years
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The next four years

The next four years
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The next four years

Racing through the OOMs: It’s this decade or bust
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Racing through the OOMs: It’s this decade or bust

Contributions, rebuttal, and discussion


