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Replika

+ AI Chatbot platform Founded by 
Eugenia Kuyda in 2017 (Luka Inc.)

+ Main idea was to help users 
express and witness themselves 
through conversation

+ 10 million users in January 2023

+ Mostly free but includes some

premium features



User Testimonials



Getting a Replika

+ iOS, Google, Android, Oculus

+ Web based version also available

+ Under health and fitness category 



Implementation

+ Combines in house large 
language model with scripted 
dialogue content

+ Previously they used a 
supplementary model developed 
in collaboration with OpenAI

+ Constantly upgrading dialog, 
memory capabilities, context 
recognition, role play feature, and 
overall quality



All Too Human?

+ Identifying and mitigating 

ethical risks of social AI by 

Henry Shevlin

+ Explores broad and narrow 

concerns related to “social AI” 

i.e. Replika



Main Points

+ discusses the concerns of assigning Social AI Human 

characteristics (anthropomorphism)

+ Critical lens of Social AI and the ethical risks

+ Heavy focus on user well-being and being taken 

advantage of



“He would still be here”

+ 2023 Replika Erotic talk ban led to users leaving for less 
regulated models – Chai

+ Man named ‘Pierre’ led to suicide after chatting with Chai

+ Wife claims husband would be here if not for Chai

https://www.vice.com/en/article/pkadgm/man-dies-by-suicide-after-talking-with-ai-chatbot-
widow-says

https://www.vice.com/en/article/pkadgm/man-dies-by-suicide-after-talking-with-ai-chatbot-widow-says
https://www.vice.com/en/article/pkadgm/man-dies-by-suicide-after-talking-with-ai-chatbot-widow-says


Impact on 
Individuals

+ Emotional and well-being 

support

+ Identity exploration and 

self-discovery

+ Trauma Processing 

Assistance



Impact on Society

+ Work Displacement

+ Changes in Social Norms

+ Changes in Mental Health 

Treatments



Ethical Concerns

+ Well-being of users

+ Social De-skilling

+ Privacy

+ Extremely exploitable



Conclusion

+ Complex topic where both 
benefits and risks require 
attention

+ In the end, people who 
benefit from social AI will use 
it regardless while those who 
do not see benefits will not

+ AI applications that reduce 
human-to-human interaction 
are appropriately met with 
skepticism
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Questions???



Discussion Questions

+ Is the application of AI like Replika an inevitable 

progression?

+ Is this problematic similar to other parasocial trends we 

are seeing today i.e. onlyfans, twitch streaming, twitter, 

etc.

+ How would you create regulations for this?



Discussion Questions Cont.

+ Are humans too quick to justify replacing human-to-

human interaction?

+ Is a tool like Replika comparable to help from a licensed 

medical professional for mental health?

+ What are some future directions social AI can go?


	Slide 1: Replika – Personal Companion (Love) Bots
	Slide 2: Replika
	Slide 3: User Testimonials
	Slide 4: Getting a Replika
	Slide 5: Implementation
	Slide 6: All Too Human?
	Slide 7: Main Points
	Slide 8: “He would still be here”
	Slide 9: Impact on Individuals
	Slide 10: Impact on Society
	Slide 11: Ethical Concerns
	Slide 12: Conclusion
	Slide 13: References
	Slide 14: Questions???
	Slide 15: Discussion Questions
	Slide 16: Discussion Questions Cont.

