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Introduction

Most well-performing models are closed-access, leading to concerns of privacy, 
copyright, and openness for LLMs and their training datasets.

Enter StarCoder!

● Many different language and sources represented.
● Special architectural features.

Goals:

● Copyright-free, PII-free, public dataset with opt-out process
● Open source model with great performance
● Tools to detect generations that copied from training set
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Goal: Detect PII automatically by building 
PII-filtering model

● Utilized crowd-workers to annotate 
PII.

● Avoided PII types with high 
annotation error rate

● Transformer-based encoder finetuned 
on this dataset

● Pseudo-labeling to improve password 
and key detection

Github only required names to redact, and 
this setup worked for all other styles of PII.

Personal Identifiable Information (PII) 
Detection



Model Creation - Models

StarCoder
Fine-tuned on additional 
35 Billion Python tokens

StarCoderBase
Trained on base dataset

1 Trillion tokens



Code metadata formatted, randomly prepended

Fill-in-the-middle transformations (FIM) to allow filling in context in the middle of 
code

Formatted Github Issues, Jupyter structured notebooks, and Git Commits 
structurally

Answers and docstrings to AI benchmarks filtered out

Model Creation - Data formatting



15.5B parameters, Decoder-only Transformer with Multi-Query Attention

Used FlashAttention to reduce memory footprint and speed up computation

250k iterations with batch size of 4M = 1 trillion tokens trained on, using Adam 
optimizer.

StarCoder — finetuned on 2 epochs on Python subset = 35B tokens extra

Model Creation - Model



512 A100 GPUs over 64 nodes, combined in a GPU cluster from AWS

Used both tensor and pipeline parallelism, with 16 GPUs per replica

TL;DR Lots of parallelism and optimization across GPUs

Carbon footprint estimated to be 16.68 tonnes of CO2eq emitted from 320,256 GPU 
hours at 280W per GPU.

Model Creation - Training Data









Big Picture
Why Care?



Openness — open community focused on responsible development and use, 
allowing for the model creation process to be learned from

Performance — StarCoder’s performance can be used as a benchmark for future 
AI models, and it could be run locally on a (somewhat powerful) PC

Limitations — Shortcomings of the model can be (and has been) researched and 
improved upon

Dataset — The Stack, and their process of cleaning up the dataset, are available and 
explained in detail

Positives



Openness — higher risk of misuse without appropriate guardrails

Limitations — StarCoder’s limitations, like any LLM, include the potential to 
generate harmful content, hallucinations, and generally incorrect/useless data

Dataset — The Stack’s automatic filtering may not be perfect for code licensing, PII, 
and malicious code. Additionally, interest for an opt-in process instead of opt-out has 
been shown.

Considerations



StarCoder 2 and The Stack v2 have been released last month, with model changes 
and performance improvements. 

As of now, there are several open-source Code LLMs with similar, if not better, 
performance than StarCoder 2, including DeepSeek Coder and Dolphin Mistral. 

GPT-4 powered multi-model code generation models rank highest in code 
generation benchmarks, and there is still a gap with 

Many models use The Stack to train and research new improvements in the LLM 
field, and build off of StarCoder, as the original paper has been cited >250 times.

Recent Updates



Questions?



● https://huggingface.co/spaces/bigco
de/bigcode-models-leaderboard

● https://huggingface.co/blog/starcod
er
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